# Assignment 2 - ESM 244

### All parts due by 5:00pm PST on Friday 2/17/2023

*Binary logistic regression; parameter estimation with non-linear least squares; build Shiny App infrastructure*

## What you’ll submit for Assignment 2 by the due date

* 10 pts - Your knitted html (not Rmd) for Task 1 **(on GauchoSpace):**

a2\_task1\_lastname\_firstname.html

* 10 pts - Your knitted html (not Rmd) for Task 2 **(on GauchoSpace):**

a2\_task2\_lastname\_firstname.html

* 5 pts - Add your Github repository URL to the [Shiny App Information Page](https://docs.google.com/spreadsheets/d/1yaFF_qHK4CRt9qBDwsnkS1etnTkMcGpyEHIMyvA5D8s/edit?usp=sharing). **If your repository is private**, **add Casey (GitHub: oharac) as a collaborator** to your Shiny app repo. (5 pts)

The instructions below are what you’ll be graded on. If you want to explore further in your analysis tasks, or go further in your website or Shiny app, feel free to push yourself!

## Task 1 - Palmetto binary logistic regression (individual)

In a separate .Rmd, using the Florida palmetto data (palmetto.csv), use binary logistic regression to test feasibility of using variables plant height (height), canopy length (length), canopy width (width), and number of green leaves (green\_lvs) to classify whether a palmetto is species *Serenoa repens* or *Sabal etonia*.

**Data source:** Abrahamson, W.G. 2019. Survival, growth and biomass estimates of two dominant palmetto species of south-central Florida from 1981 - 2017, ongoing at 5-year intervals ver 1. Environmental Data Initiative. <https://doi.org/10.6073/pasta/f2f96ec76fbbd4b9db431c79a770c4d5>

Get the data: [**palmetto.csv**](https://drive.google.com/file/d/1BGqjhzZvb14GngmYry7dTbJYuc6UMJAa/view?usp=share_link)

**More information and metadata:** <https://portal.edirepository.org/nis/metadataviewer?packageid=edi.317.1>

For this task, produce a final, professionally formatted knitted HTML that contains the following:

1. An overview section describing the data, the question(s) to be addressed in your analysis, and a citation of the dataset.
2. A section containing 2 - 3 **finalized** (customized, suitable for a publication) data visualizations (with figure captions) in which you explore differences in height, canopy length, canopy width, and green leaves for the two species. If you prefer, combine the figures into a compound figure using {patchwork} or {cowplot}. Below your data visualizations, add a sentence or two with a takeaway from the plots, e.g., based on these plots, which predictor variables are more likely to help classify species correctly?
3. A section in which you perform binary logistic regression to determine the probability of a plant being either *Serenoa repens* or *Sabal etonia* based on several predictor variables. Perform the analysis twice, using cross validation to **compare two models**:
   1. Log odds of plant type using plant height, canopy length, canopy width and green leaves as predictor variable.
   2. Log odds of plant type using plant height, canopy width and green leaves (i.e., drop canopy length for this model)

Make sure you understand which species is the first ‘0’ factor level, and which is ‘1’ - you may want to convert to a factor first, then use the levels() function to check. Use repeated cross validation (ten-fold cross validation, repeated at least ten times - you can use functions from the {tidymodels} package to automate this, or manually perform the analysis using for-loops or {purrr} functions). Based on the results of the cross validation, describe which model performs better at classification; you may wish to compare AICC and BIC values as well to support your decision.

1. Train your selected model using the entire dataset, and create a finalized table (e.g., knitr::kable() and {kableExtra} functions) containing the binary logistic regression model results (at least coefficients, standard errors for the coefficients, and information for significance - consider using broom::tidy() to get you most of the way).
2. A section that evaluates how successfully this model would “classify” a plant as the correct species, using a 50% cutoff (e.g. if the probability is >=50% that it is species A, then it would be classified as species A). Use broom::augment() to find the **probabilities** (instead of **log-odds**) for each plant in the original dataset, then add a column for which species your model *would classify that plant as* (using a 50% cutoff) based on the included predictor variables. The outcome should be a **finalized table** showing, **for each species**, how many plants in the original dataset would be correctly classified and how many were incorrectly classified by the model, as well as an additional column with “% correctly classified”. Add a table caption above the table, and a 1-2 sentence conclusion paragraph after.

**To submit Task 1,** knit to HTML. Ensure that all messages, warnings are hidden but all attached packages are visible (setup chunk included). Code should be available if we click on the Code button (use [code folding](https://bookdown.org/yihui/rmarkdown-cookbook/fold-show.html) in your R Markdown YAML header). Upload your file to GauchoSpace.

## 

## Task 2: Parameter Estimation with Purrr - Lizards Length to Weight

## Source: Lightfoot, D. and W.G. Whitford. 2020. Lizard pitfall trap data from 11 NPP study locations at the Jornada Basin LTER site, 1989-2006 ver 37. Environmental Data Initiative. <https://doi.org/10.6073/pasta/4a6e258fb49c31e222ecbbcfd128967f>

Get the cleaned data: [**lizard.csv**](https://drive.google.com/file/d/1qfmMSoXgwwBNZkCPdzF0U6sPerT3qWRy/view?usp=sharing)

Raw data and metadata including species codes available at <https://doi.org/10.6073/pasta/4a6e258fb49c31e222ecbbcfd128967f>.

For task 2, you will use non linear least squares to estimate parameters of a length to weight model for lizard populations in New Mexico.

## Create a knitted.html saved as a2\_task2\_lastname\_firstname.html which provides a description of the dataset, the purpose of the analysis, a citation of the dataset, and answers the following questions.

1. Fit a snout length to weight model of the following form to all lizards in your dataframe.

![](data:image/png;base64,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)

* 1. Weight is given by W, snout to vent length by SVL, and a and b are the parameters that need to be fitted. Which strategy would be best to provide an initial guess? We could go with strategy one and look through the literature, but let’s practice our coding and math skills.
  2. Since we know the model is exponential in nature, we could log transform the data. If we do a standard OLS regression on the log transformed data, we can get approximations of the parameters from the regression coefficients

my\_guess\_model <- lm(log\_weight ~ log\_length, data = my\_df)

* 1. Using the coefficients function, we can then supply the NLS start list with the regression coefficients. Hint: Because you log transformed the data, you will have to mathematically transform the intercept coefficient to get the guess for parameter *a*.

1. Present your fitted model on a plot with female and male lizards separated by color. You should include the NLS model in kable output of the html.
2. Filter out the dataset for male Western Whiptail lizard (*Cnemidophorus tigrisatus*). Fit an NLS model to this subset. Compare the output from the species specific NLS model to the general NLS model for all species by graphing the model fits on the Western Whiptail male data. Report the RMSE for both models in the figure caption. Also in the figure caption briefly discuss which model should be used and why.

**Task 2 continued: Challenge yourself (optional!):**

1. Group by species and sex then nest the data. Use purrr::map() variants to parameterize length to weight models for every species separated by each sex. Hint: you may need to adjust the controls of the nls function!
2. Use the models to predict the data. Calculate the RMSE for each model created in part 3. Make a table showing the RMSE for each model.
3. Create a plot grid showing each species and sexes actual weight and the model prediction.
4. Calculate the percent difference in the *b* parameter between male and females. Plot the differences as a graph. Describe the implications of your result.

## 

## Task 3 - Build Shiny app infrastructure (Shiny App group)

For this task, you and your group should build out your Shiny app infrastructure for your term project. You should at least:

* **Build your general expected layout** (e.g. tabs, sidepanels, etc.) for the app - it is OK if this changes later on (this should be in a version-controlled RProject)
* **Start customizing the theme** - you can use an already existing theme, e.g. with {shinythemes}, or customize your own, e.g. with {bslib}...I recommend the latter for complete, fun control over the look of your app
* **Populate your tabs with placeholder widgets** (they don’t have to actually be called to do anything functional in the server at this point...but great if you’re already working on using them as inputs for reactive outputs)
* **Start populating the app** with basic information/images/maps/etc. relevant for a user (e.g. data summary, purpose of the app, etc.). See [term project guidelines](https://docs.google.com/document/d/1L2413--sYZLijV10klH_U0kpN9mkAqITDAJK4rqaYMw/edit) to refresh your memory on the overall project expectations.

**To submit this task:**

* Add your Shiny App Github repository URL (e.g., <https://github.com/oharac/visualizing_human_impacts>) to the Shiny App Information Page. **Make sure to push your latest version to Github!**
* **If your repository is private**, e.g., you have some proprietary information that should remain hidden from public view, **add Casey (GitHub: oharac) as a collaborator** to your Shiny app repo.

## 